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Abstract 
 
A message passing interface (MPI) based parallel simulation algorithm is developed to simulate protein behavior in 

non-linear isoelectric focusing (IEF). The mathematical model of IEF is formulated based on mass conservation, 
charge conservation, ionic dissociation-association relations of amphoteric molecules and the electroneutrality condi-
tion. First, the concept of parallelism is described for isoelectric focusing, and the isoelectric focusing model is imple-
mented for 96 components: 94 ampholytes and 2 proteins. The parallelisms were implemented for two equations (mass 
conservation equation and electroneutrality equation). The CPU times are presented according to the increase of the 
number of processors (1, 2, 4 and 8 nodes). The maximum reduction of CPU time was achieved when four CPUs were 
employed, regardless of the input components in isoelectric focusing. The speed enhancement was defined for com-
parison of parallel efficiency. Computational speed was enhanced by maximum of 2.46 times when four CPUs were 
used with 96 components in isoelectric focusing.  
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1. Introduction 

Various diseases of the human body are related to 
protein malfunctions such as protein kinases or phos-
phoralization [1]. Early research has shown that an 
acute phase protein mutation in the plasma and cere-
brospinal fluid is responsible for various diseases, 
including Alzheimer’s, schizophrenia, and major 
depression [2]. Hence, for early detection of these 
diseases, it is very important to separate and pre-
concentrate the responsible proteins. Generally, 2D-
PAGE is used to separate these proteins, where IEF is 
used as the first separation dimension because of its 
high resolution capacity. Recently, researchers have 

used a microfluidic platform to reduce the separation 
time from days to minutes by using liquid phase am-
pholyte-based isoelectric focusing (IEF). Some of the 
other advantages of ampholyte-based microchannel 
IEF are low reagent consumption, low thermal band 
dispersion, low sample volume requirement etc. [3] 

Using IEF, proteins can be separated in the pres-
ence of pH and electric potential gradients in the elec-
trophoretic system [4]. Carrier ampholytes, which are 
low molecular weight amphoteric molecules, are used 
to form the pH profile for protein separation. In the 
design of microchips, numerical simulations of IEF 
are used to find the optimal design for high perform-
ance of protein separation.  

The mathematical models of free solution IEF are 
based on the mass conservation equations of each 
ionic component, charge conservation and the elec-
troneutrality condition in the system [5]. In IEF, each 
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component (both protein and ampholyte) consists of a 
number of species. For instance, a protein might have 
ten to a hundred charge states or species depending 
on the pH of the carrier buffer. In addition, the forma-
tion of a pH gradient requires hundreds to thousands 
of carrier ampholytes. Thus, to simulate IEF, one has 
to solve hundreds to thousands of coupled nonlinear 
partial differential equations at heavy computational 
effort and cost.  

The computing power of a personal computer has 
grown significantly in recent years. Even so, it is still 
not possible to use a personal computer to simulate 
non-linear IEF for a real system because of the large 
number of non-linear partial differential equations 
involved. For a large matrix operation or system of 
equations, supercomputers still have to be used at 
high cost. However, parallel computing can be a 
cheap solution for large amounts of computation. 
Generally, there are two ways to perform parallel 
programming: open multi-processing (OpenMP) and 
message passing interface (MPI) [6-8]. OpenMP uses 
an application programming interface (API) that sup-
ports multi-platform shared memory multiprocessing. 
It is easy to program, debug, and run in OpenMP and 
the process is much like a serial code. OpenMP pro-
vides a fork and join execution, which executes a 
program as a single process, sequentially, until a par-
allelization for a parallel region is found. In addition, 
OpenMP supports only loop-level parallelism. On the 
other hand, MPI-based parallel computation runs on 
either shared or distributed memory, and it is also 
flexible and easy to approach. MPI-based parallel 
computation can provide high speed calculation than 
OpenMP because users can design and optimize MPI 
codes specific to a particular problem. One of the 
main advantages of MPI is that it uses distributed 
memory computers, which are much cheaper than 
large shared memory computers. However, in MPI-
based parallelization, the calculation speed is depend-
ent on the condition of the Ethernet connection and 
on the message passing size.  

MPI-based parallel computing has been used in 
many areas, ranging from molecular calculation to 
fluid flow analysis (non-linear PDE). In 1993, Than-
gavel et al. [9] developed a parallel algorithm adapt-
able to supercomputers to construct the molecular 
distance matrix. They calculated distance polynomials 
of chemical graphs and showed the effect of the num-
ber of processors on computation time. Carvalho et al. 
[10] implemented the MPI-based parallel simulation 

algorithm for Monte Carlo simulation of a molecular 
system and they enhanced the speed by two-times 
with four processors. In 2005, Borstnik et al. [11] 
developed a parallel computing program for molecu-
lar dynamics (MD) simulation and implemented the 
split integration symplectic method (SISM). In their 
approach, the high-frequency vibrational motion cor-
responding to bonding interactions is treated analyti-
cally. Duncan et al. [12] introduced “Parallel Tan-
dem”, a fast and accurate search algorithm, to reduce 
the computational time necessary for the analysis of 
MS spectra against a protein sequence database. Re-
cently, Huang et al. [13] showed the full power of ab 
initio quantum mechanics, which represented a full 
molecule by smaller “kernels” of atoms, to calculate 
the interaction of long chain molecules of biological 
and medicinal interest. 

In addition to the aforementioned molecular level 
calculations, MPI-based parallel simulations were 
used in other computational areas. In 2000, Amodio 
et al. [14] presented a generalized parallel numerical 
method for ordinary differential equations as well as 
partial differential equations. They introduced a paral-
lel block diagonal algorithm to solve a system of 
PDEs or ODEs for linear systems. Parallel processing 
was also performed to solve fluid problems. In 2005, 
Karimian et al. [15] applied a 3D, unstructured, finite 
volume method to solve incompressible Navier-
Stokes equations, and found linear scalability within 
the available processors.  

In this work, we introduce parallel implementation 
of a finite volume method for isoelectric focusing 
(IEF). To our knowledge, this is first parallel imple-
mentation of a solution method for an IEF problem to 
study the transient behavior of proteins as well as 
ampholytes. Parallelism was implemented by divid-
ing the mass conservation equations of amphoteric 
molecules (proteins and ampholytes) to each sub 
processor. This parallel approach was demonstrated 
to be very successful for the IEF simulation, which 
requires a solution to a large number of mass conser-
vation equations for each amphoteric molecule.  

 
2. Ampholyte-based IEF model 

The mathematical model of multidimensional IEF 
is presented in our earlier publications. Simulation of 
ampholyte-based IEF requires a simultaneous solu-
tion for the mass conservation equations for each 
amphoteric molecule, the charge conservation equa-
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tion and the electroneutrality equation. The mass con-
servation equations for each amphoteric molecule 
(aka component) can be presented as [5] 

 

( ) 0i
i i i i

C D C U C
t

µ φ∂ ⎡ ⎤−∇⋅ ∇ + ∇⋅ − =⎢ ⎥⎣ ⎦∂
   (1)  

 
where Ci , Di and iµ are the concentration, diffu-
sion coefficient and effective mobility of component 
i , and U  is the velocity of bulk flow. Electric po-
tential, φ , is governed by the charge conservation 
equation  
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where σ is the conductivity , 
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iω is electrophoretic mobility, N is the total number 

of components including a hydronium and hydroxyl. 
F is the Faraday constant, and iz is the effective 
valence. The concentration of hydronium ions can be 
found from the electroneutrality condition of the form, 
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where CH  is the concentration of hydronium, Kw the 
reaction constant of water, and N is all the compo-
nents, which are proteins as well as ampholytes ex-
cept hydronium (CH ) and hydroxyl (COH).  

 
2.1 Model assumption  

In this model, Joule heating is neglected since rela-
tively small electric fields are used for separation. 
Electric field-induced electrokinetic flow is not con-
sidered here because in most of our IEF experiments 
the channel was coated with methylcellulose or other 
chemicals to suppress electroosmosis. Since all extant 
models of isoelectric focusing and isotachophoresis 
treat proteins as point charges, as virtually all treat-
ments of electrophoretic separations do, we also as-
sumed this model as a point mass. However, this as-
sumption was not applied in the papers of Lenhoff's 

group [16], who took into account surface charge 
distributions. Simply, surface charge distributions 
give rise to dipole, quadrapole, octopole, etc., mo-
ments that couple with their respective electric field 
gradients and gradients of those gradients. Ultimately, 
for the magnitudes of electric fields, and their result-
ing gradients, commonly used in IEF, ITP and ZE, 
together with the small size of proteins under consid-
eration, the higher-order moments can be ignored as 
having a negligible effect, primarily due to the aver-
aging effect of rotational diffusion on multi-pole in-
teractions.  

An example where the dipole moment would be 
important is in the case of cells exposed to a strong 
electric field gradient. This field of study, known as 
dielectrophoresis, is currently undergoing resurgence 
in popularity due to its importance (to cells not pro-
teins) in microscale array structures. Generally, the 
separation of biological molecules using electropho-
resis or electric field is dependent on molecular 
weight as well as electrophoretic mobility in fixed 
gels, e.g., PAGE, and in solutions with high concen-
trations of (linear) polymer, where the frictional resis-
tance of the polymer to the movement of the protein 
has a strong influence on the protein’s effective mo-
bility (and diffusion coefficient). However, a protein’s 
electrophoretic mobility in free solution and low gel 
concentrations is generally taken as an empirical pa-
rameter that accounts for the molecular weight in 
terms of absolute mobility, which is inversely related 
to the drag. For this reason, this model considers the 
effect of molecular weight on the separation as elec-
trophoretic mobility by taking into account absolute 
mobility as well as a valance [4]. 

 
2.2 Numerical model for IEF simulation  

A 2D finite volume method (2D FVM) is utilized 
to solve the transport equations that consider electro 
migration and diffusion given by Eq. (1), as well as 
the charge conservation equation defined in Eq. (2). 
The discretized algebraic equations are derived at 
each grid point for mass and charge conservation 
equations. In the discretized algebraic equations, the 
subscript i represents a component, while subscripts 
denote the grid numbering in the x- and y-direction of 
the spatial computation domain. The power law 
scheme is used to calculate the coefficients of the 
algebraic equations [17]. In the case of the electroneu-
trality equation, the Newton-Raphson method is used 
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to obtain the concentration of the hydronium ions. In 
our simulation, convergence criteria are for mass 
conservation and for charge conservation and chemi-
cal electroneutrality. Numerical results are obtained in 
a 2D straight channel, and 3000 grid points are used 
to obtain grid independent results in straight channel 
cases.  

 

2.2.1 Serial code of IEF simulation  
To describe the IEF simulation, the concentrations 

(Ci ) of all bio-components in the Eq. (1) are discre-
tized by the finite volume method as follows. 
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   (4)             

 
where, Ci

0  is the concentration. In the previous step, 
the symbols ( e  and w ) represent the unit computa-
tional domain (j-space) and (n and s) the unit compu-
tational domain (k-space). The maximum discretized j 
and k are Jmax and Kmax , respectively. In this model, 
the number (Imax) of the component (Ci ) includes all 
summation of ampholytes, proteins, hydronium and 
hydroxyl ions. The concentrations (Ci ) of these com-
ponents are calculated over a computational domain, 
(j,k)-space in step 1. 

For this reason, the numbers given by Eq. (1) 
should be solved for all components (Ci ). However, 
in step 2, either CH or ( w

OH
H

kC
C

=  ) in Eq. (3) is cal-
culated over a computational domain, the (j, k)-space, 
after obtaining the all components (Ci). Normally, CH 
is preferred for IEF simulation. In step 3, the electric 
field (φ ) in Eq. (2) is solved by the finite volume 
method in the same fashion as in step 1 over (j, k)-
space. The other terms in Eq. (2) can be obtained 
from steps 1 and 2. 
 
Step 1 
Do i = 1 to Imax  

Do j = 1 to Jmax  
Do k = 1 to Kmax  

Solve the discretized equation of the 

concentration matrix   based on based 
on the Tridiagonal matrix algorithm 
(TDMA) solver  

Enddo  
Enddo 

Enddo 

 
Step 2 
Do i  = 1 to Jmax  

Do j  = 1 to Kmax  
Solve the hydronium matrix   based on 
the Newton Raphson Method. 

Enddo  

Enddo 

 
Step 3 
Do j  = 1 to Jmax  

Do k = 1 to Kmax  
Solve the discretized equation of the 
electric potential matrix φ jk based on 
the Tridiagonal matrix algorithm  
(TDMA) solver 

Enddo  
Enddo 

 
The three main equations explain the IEF simula-

tion in the serial code. Before step 1, we initially as-
sume matrix Cijk , (CH)jk and φ jk for solving Eq. (1). 
In step 1, three Do-loop commands are used to solve 
the concentration matrix Cijk. In step 2, the concentra-
tion matrix Cijk conserved in step 1 is updated into Eq. 
(3), and the hydronium matrix (CH)jk is obtained for 
the computation domain (j, k) using the Newton 
Raphson method. In step 3, the obtained concentra-
tion matrix Cijk from step 1and the hydronium concen-
tration (CH)jk from step 2 are updated into Eq. (2), and 
step 3 is executed to solve the electric potential matrix 
φ jk. Note that conductivity in Fig. 1 should include 
(CH)jk and (COH)jk , but (COH)jk can be calculated by the 
water reaction (KW =(CH)jk (COH )jk ) relation, where 
Kw is the equilibrium constant of water. For conserva-
tion, all serial steps 1, 2, and 3 are repeated until all 
matrices Cijk , (CH)jk and φ jk are conserved simulta-
neously. After conservation, the next time step ( t∆ ) 
is moved. In Fig. 1, the flow chart of the serial code is 
given for isoelectric focusing, in detail. In the flow 
chart, the conductivity is calculated after obtaining all 
concentrations and hydronium based on Eq. (1). 
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Solve electroneutrality equation
using Newton Rapson schem e)

Check conservation of 
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No

Yes

*

ijkC
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using F inite Volume scheme

Solve concentration equation
using F in ite Volume schem e

End

jkHC )( * *

jkφ

Start

Calculate conductivity

Store     ,         andijkC jkHC )( jkφ

 
  
Fig. 1. Flow chart of serial code of isoelectric focusing.  
Superscript * is the initial guessed values. 
 

2.2.2 Parallel code of IEF simulation 
 
Step 1 
DO i = iam*N+1 to iam*N+N  
Do j =1 to Jmax  

Do k =1 to Kmax  
Solve the discretized equation of the 
concentration matrix Cijk based on the 
Tridiagonal matrix algorithm (TDMA) 
Solver 

Enddo  
Enddo 

Enddo 

Step 2 
Do j = iam*L+1,iam*iam*L+L 
Do k =1 to Kmax  

Solve the hydronium matrix (CH)jk the 
Newton Raphson Method. 

Enddo  
Enddo 
 
Step 3 
Do j = iam*L+1,iam*iam*L+L 
Do k =1 to Kmax  

Calculate the coefficients of discretized equation 
for solving the electric potential  
matrix φ jk in Eq. (2) 

Enddo  
Enddo 
 
Step 4 
Do j =1 to Jmax  

Do k =1 to Kmax  

Solve the discretized equation of the electric 
potential matrix   based on the Tridiagonal 
matrix algorithm (TDMA) solver 

Enddo  
Enddo 

 
In the parallel code, N is Imax/p and L is Jmax/p, and 

p is the total number of nodes, including master for 
parallelization. In an IEF simulation, the Imax number 
of PDEs is solved for component conservation, one 
PDE for charge conservation and one non-linear equ-
ation for the electroneutrality condition. The paralleli-
zation of the concentration equations is carried out 
first by uniformly distributing N number of concen-
trations to each slave as well as the master in step 1 
because all component conservation equations are 
independent of each other. In other words, all of the 
conservation equations do not couple with each other. 
If each slave and master take the same time to solve 
the same number of conservation equations, we can 
distribute the computational load equally to each node 
without CPU time loss, where iam is the identifica-
tion (ID) number of the processor. The iam can be the 
master or slaves in the parallel code. Note that iam is 
0 for the master. In step 2, the parallelism is achieved 
by dividing the computational domain sections 
equally for the electroneutrality equation. All of the 
domain data are equally shared among the slaves 
from the master except the first domain section, in 
which each of the slaves and the master can solve the 
same section of the computational domain. In steps 3, 
the Do-loop command is executed in parallel to con-
struct the discretized coefficients of the finite volume 
method for step 4. However, in step 4, we cannot 
achieve parallelism to solve the electric potential ma-
trixφ jk because the TDMA solver requires informa-
tion from the previous domain, and as a result, the 
electric potential matrix φ jk is solved serially. In Fig. 
2, the flow chart of the parallel code is shown for 
isoelectric focusing. Messages are communicated  
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between the concentration equations and the charge 
equation, and between the charge equation and the 
electroneutrality equation. 

 
2.3 Message communication 

MPI generally requires messages to be passed be-
tween the master and slaves or among slaves for 
communication. In our parallel code, the concentra-
tion matrix of proteins and ampholytes (Cjk) is solved 
at all nodes, including the master. The master distrib-
utes and /or gathers all data information to/from 
slaves except the first N number of components for 
Eq. (3) or the first L number of computational do-
mains for Eq. (3). In our program, messages are 
communicated mainly before step 1 , between step 1 
and step 2, and between the message distribution step 
5 and step 1. Two examples of message communica-
tion (sending and receiving) used in our code are 
presented below. 
 

Assume       ,          and           

Solve electroneutrality equation
(Master & slaves)

Check conservation of 
Concentrations and potential

(Master)

No

Yes

*

ijkC

Construct coefficient of discretized equation
(Master &  slaves)

Solve concentration equation
(Master &  slaves)

End

jkHC )( * *

jkφ

Start

Calculate conductivity
(Master)

Store     ,         and
(Master)
i jkC jkHC )( jkφ

Massage com m unication
(Uniform ly distribute   from  m aster to all slaves)    

Massage com m unication
Gather  from  all slaves to  m aster   

Massage com m unication
(Uniform ly distribute   from  m aster to all slaves)    

Solve charge equation
(Master)

Massage com m unication
Gather  from  all slaves to  m aster   

 
 
Fig. 2. Flow chart of parallel code of isoelectric focusing. 
Superscript * is the initial guessed values. 

IF (iam.NE.master) THEN 
DO i= iam*N+1, iam*N+1 

CALL MPI_SEND(C(1,1,I),Jmax*Kmax*N,MPI_DOU-
BLE_PRECISION,master,1,MPI_COMM_WORLD, ierr) 
ENDDO 

 
ELSE IF (Iam.EQ.master) THEN 

DO slave =1, p-1 
DO i= slave*N+1, slave*N+1 

CALL MPI_IRECV(C(1,1,i),Jmax*Kmax*N,MPI_DO- 
UBLE_PRECISION,slave,1,MPI_COMM_WORLD, 
request, ierr) 
CALL MPI_WAIT (request,status, ierr) 

ENDDO 
ENDDO 

ENDIF 
 
where p is the total number of processors (including 
master and slaves). The concentration matrix Cjk is 
represented as C(i,j,k) in the FORTRAN language. In 
Figs (3-4), the message communications between 
master and slaves are represented in detail. In Fig. 3, 
the communications take place when Eq. (1) is solved 
in the IEF simulation. The master sends or receives N 
equally divided concentrations to/from the each slave. 
In the communications, it is important that each slave 
sends/receives the same numbers of concentrations so 
that each slave takes equal CPU time to solve Eq. (1). 
After the slaves receive N numbers of concentration 
data, each slave solves N numbers of equations, 
which have N numbers of computational domains in 
series. Fig. 4 shows that communications occur in Eq. 
(3). When the electroneutrality equation is solved, the 
master sends or receives all concentrations of the L 
divided computational domains to/from the each 
slave. Each slave takes care of only its computational 
domain for solving the hydronium concentration ma-
trix?((CN)jk) 

 

Uniform distribution of concentration C(i,j,k)
(N=imax/p)

Slave 1 Slave p-2 Slave p-1

Master 

...
i=imax-N

i=ImaxComputational 
domain

Computational 
domain

Computational 
domain

Message communication

... ......i=N+1

i=2N

 
 
Fig. 3. Message communication between master and slaves for 
solving the conservation of concentrations equation (Eq. (1)). 
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Uniform distribution of concentration C(i,j,k)
(L=jmax/p)

Master 

Computational domain

Master Slave 1 Slave p-1Slave p-2

j

k

Message communication

 
 
Fig. 4. Message communication between master and slaves 
for solving the electroneutrality equation (Eq. (3)).  

 
3. Results and discussion 

3.1 Validation of the IEF model 

To verify the 2D model, an immobilized pH gradi-
ent IEF is simulated. The input parameters were taken 
from the literature [18-19]. A pH range of 6.21-8.3 is 
formed using CACO and TRIS. In this simulation, the 
mobilities of CACO and TRIS are set to zero, essen-
tially fixing a pH gradient. Histidine is uniformly 
mixed to an initial concentration and distributed over 
the entire channel, but the concentration lines of 
CACO and TRIS intersect each other, as shown in 
Fig. 5  

The amount of histidine is much smaller than that 
of CACO and TRIS (less than 5%). The electric po-
tential at the anode is varied from case to case, while 
the electric potential at the cathode is grounded for a 1 
cm long and 100 µm wide channel. The evolution of 
the histidine concentration profile is shown in Fig. 6 
for a nominal electric field of 40 V/cm. During 
isoelectric focusing , the concentration profile of his-
tidine changes from an early asymmetrical shape to a 
symmetric form. At steady state, the concentration 
profile becomes nearly Gaussian. In this simulation, 
steady state is achieved within 60 minutes of the ini-
tiation of IEF. These simulation results are in good 
agreement with findings of the literature [18-19]. In 
an earlier work, we have our mathematical and nu-
merical model validated with the literature in detail 
[5]. The objective of this study is to show how the 
computational time can be reduced using multiple 
processors using cluster machines and MPI. 

 
3.2 Parallel implementation 

IEF simulations were conducted for 22 ampholytes 
for a pH range of 6 to 9 under an electric field of 300  
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Fig. 5. Initial concentration distributions of CACO, TRIS, 
histidine, and hydronium for immobilized pH gradient case. 
 

 
 
Fig. 6. Concentration profiles of Histidine at different times. 
The pH of histidine is 7.61. 
 
V/cm in a 1 cm long channel. The parallel code was 
developed by using the finite volume method in the 
FORTRAN based MPI. The serial and parallel codes 
were simulated on the DELL beowulf cluster, which 
has 16 nodes , each of which has 2 processors. 

The main CPU of master and slaves has a 3.4 
GHz/2MB cache, Xeon and 8 GB DDR2 400Hz and 
each front side Bus runs at 800 MHz. For Ethernet 
with switch, 1000 Mbps is connected. Each processor 
can communicate by sending and receiving data via a 
high speed Ethernet connection. The MPI-based par-
allel code was tested with the various numbers of 
processors. In addition, 24, 48, 64 and 96 separation 
components, such as proteins and ampholytes, were 
simulated in the IEF parallel code, so that the effect of 
the number of separation components on the compu-
tational speed enhancement of our parallel code could 
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be evaluated. The CPU times required to focus on all 
proteins and ampholytes are shown in Fig. 7 for dif-
ferent numbers of processors (1, 2, 4 and 8). In addi-
tion, computational speed was enhanced, as shown in 
Fig. 8, for the focusing of the separation components.  

In our paper, speed enhancement was defined as 
how much faster the parallel code on the multiple 
processors obtained the focusing of the proteins and 
ampholytes than the parallel code on the single proc-
essor. To represent the global speed enhancement, 
performance of the parallel code was tested. To eva-
luate the parallel performance, for example, two steps 
of the three steps were processed in parallel, while the 
other steps remained in series for the case in which 
four CPUs were used in the presence of 96 bio-
components for the parallel processing of IEF simula-
tion. The computational times of the parallel perform-
ance test were 236, 412 and 375 hours. Meanwhile, 
the computational time of the serial processing was 
425 hours. The CPU time to complete the focusing 
took 174 hours in parallel processing. In Fig. 7, the 
CPU times to focusing are 133, 298, 425 and 766 
hours with the single processor.  

The maximum time reductions were 65, 137, 174 
and 274 hours when four CPUs were used for the 
parallel processing. When eight CPUs were employed, 
the CPU times (81, 159, 200 and 316 hours) increased 
for all cases, regardless of the separation components, 
mainly because of the excessive massage passing 
between step 1 and step 2, and between step 5 and 
step 1. In our parallel code, there are three main equa-
tions such as mass conservation equations, charge 
conservation equation and the electroneutrality equa-
tion for IEF simulation. If 24 separation components 
are used, twenty-four mass conservation equations, 
one charge conservation equation and one electroneu-
trality equation have to be solved for IEF simulation. 
Perfect parallelization was obtained for the mass con-
servation equations in the Eq. (1) and the electroneu-
trality equation in Eq. (3), but serial processing was 
still used for the charge conservation equation in Eq. 
(2) because of the TDMA solver. Thus, the paralleli-
zation in our parallel code was well attained up to 
four CPUs, but if eight CPUs are used, the large 
amount of massage passing diminished the parallel 
effect in IEF simulation. For this reason, the CPU 
time increased for more than eight CPUs.  

Fig. 8 shows that as the number of separation com-
ponents increases, so does the effect of speed en-
hancement. This can be explained when we separate a  
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Fig. 7. CPU times required for focusing of all components in 
ampholyte based IEF simulation according to the number of 
processors (p). The focus means that all proteins and 
ampholytes are stable at steady state. The focusing time was 
170s at 300 V/cm in a 1 cm channel. 
 

Separation components

S
pe

ed
up

20 30 40 50 60 70 80 90 100

20 30 40 50 60 70 80 90 100

2

2.1

2.2

2.3

2.4

2.5

2

2.1

2.2

2.3

2.4

2.5

 
 
Fig. 8. Computational speed enhancement with increase of 
the number of separation components. The speed 
enhancement is calculated based on the ratio of the 
computational time using 4 CPUs with parallel processing to 
the time using 1 CPU with serial processing. 

 
large number of separation components, in which 
case, the number of the mass conservation equations 
also is increased corresponding to the increase in the 
number of the separation components, but the num-
bers of the charge equation and electroneutrality 
equation remain the same. In other words, the effect 
of a larger number of separation components on par-
allel computation is favorably higher because the 
mass conservation equations can be perfectly parallel-
ized. Our parallel code enhanced speed with an in-
crease of the number of separation components. This 
result is favorable in IEF simulation because the goal 
of IEF simulation is to pursue the separation of a  
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Fig. 9. Memory requirement in both serial and parallel 
processing. 
 
large number of separation components. In addition to 
speed enhancement, memory requirement and FLOPs 
are also good factors to study in the evaluation of 
parallel processing. Fig. 9 provides the memory re-
quirement for both serial and parallel processing, and 
shows the advantage of parallel processing. The com-
parison is carried out for parallel processing with 
eight CPUs. Memory requirement is linearly propor-
tional to the number of separation components for 
both serial and parallel processing. Each CPU had the 
same memory requirement for IEF simulation. Thus, 
uniform computation load was allowed to each CPU 
in parallel processing. However, FLOPs were not an 
effective way to evaluate the efficiency in this appli-
cation. Our vectorized program was used to solve 
highly nonlinear, stiff partial different equations. 
Unlike routine calculations, the number of calcula-
tions varies with iteration (increases or decreases). 
Hence, it is very difficult to estimate the exact num-
ber of FLOPs without adding a counter in the pro-
gram, which will add time to the overall computing, 
both the counting and sharing process. Moreover, 
FLOPs are sometimes misleading in the sense that 
one can delegate some unnecessary floating point 
calculations to an idle processor to show the better 
ability of an algorithm. This study was primarily con-
cerned with the overall time reduction in the calcula-
tions of nonlinear IEF using parallel processing. 
Beowulf cluster was found to be very inefficient be-
cause of its slow network connection. 
 
4. Conclusions 

Parallel implementation for ampholyte-based IEF 
simulation was firstly introduced. An IEF simulation 
requires the solving of numerous mass equations cor-

responding to the number of separation components. 
The parallelism of IEF simulation was achieved by 
equally dividing the mass equations among the slaves 
to solve these equations independently and simulta-
neously. The proposed parallelization to decompose 
the separation components showed favorable per-
formance as the number of separation components 
increased in the IEF simulation. Computation time 
was reduced with the increase of the number of proc-
essors up to eight CPUs, and the maximum time re-
duction was obtained when four CPUs were used, as 
shown in Fig. 7. The maximum speed enhancement 
was 2.46 times the computational time of a single 
processor shown in Fig. 8. If the IEF code is perfectly 
parallelized for the charge conservation equation in 
Eq. (2), especially the TDMA solver, the time can be 
dramatically reduced with the increase of the number 
of processors in a parallel computer. 
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